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The automation of interplanetary spacecraft is becoming increasingly dcsimblc to meet various mission
requirements. A prototypcl an autonomous spacecraft which will flyby an astcroirl and comet is slated for
flight in mid-l 998 as part ‘of NASA’s Ncw Millenium Program. This spacecraft will navigate by using
optical data taken by the onboarcl camera to dctcrll~inc its orbit, and usc this information to predict its fLltLm
hajcctory and make ncccssary  course corrections. l’hc basic navigation data type awiilablc from the cmnem
arc star- re.lativc astromctric obscr vat ions of solal systcrn  bodies which can bc used to clctcr[i~ine line-of-sight
vectors to those objects. l’hc dirccticmal sightings arc obtained by dctcrininirrg  the precise centers of the
object and stars in the image. IXrring intcrplaneta!  y c~ uisc. ccntcrfinding  is pcrfonnccl by Llsirig  two pa[tcrn
matching tc.chniques inherited from the ~Ialilco mission. Near-encounter images are processed with a
separate algorithm employing image moclclling  and brightness ccntroiciing,. l’his paper dcscritm  the image
processing algorithms, and the results of a glound-based  test of the algorithms using real data.
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b’uture plans being dcvclopcd at NASA for dccj~-space exploration call for n)Llltiplc, small, dcdic:itti
SI)XC.Cl’afl  operating aLltcJnonloLls]y  or se.llli-aLlt[lllolllC)  Llsly over ]Ong periods of time. to achicvc s~w.cific
science goals. In order to meet the size and cost constraints of tbesc spacecraft, it is desirable to maximiz,c
the functions that the scicncc iastruri]cnts  pcrforfn. ]ri particular, the onboard camera Lmd to ilnagc solar
systcm objects during the cruise, approach, and orbiting phases of a clccpspacc mission can bc L)sed to
li:ivigatc  the spacecraft as WC]]. }Iistorically, sLich optics] navigation techniques have bc.cn used only dLming
the approach phase to planets or asteroids to sLlpplcnlcnt standard radio (I)opplcr  and range tracking)
navigation tcchniqLws. The ililagcs taken by tllc camel a :ii c tlansmitte.d to the g! ound, whctc they were
processed and nmgcd with radio navigation da[a to cornp]ctc an orbit dctcrlnination  solution of the
spacecl aft’s h ajcctory. Mancuvm  needed to c[m ect the spacecl aft’s trt~e.ctol-y  alc also computcrl  on tlic
groLInci,  and then scat up to the spacee.~:ifl for cxccL]tion. lior fLiturc  “sciencecrafl” missions, however,
constraints imposed by the nuli~bcr and types of Illissions being flown will preclude this pcrsonncl-
intcnsivc  mode of operation, requiring that sotnc or all of t}iesc fLlnctions  bc placed onboard the spacecraft
itself. I’he optical data type is W C]] suited to bciug, acqLlirwl and ptocessul autonomcxrsly, ancl forlns the
basis for a completely autonon]oLls navi~ation systcm.  Such a systcm is currently being developed for the
New Millcniurn Progranl’s  Ikcp Space 1 (1X-1) flight. A description of a prototype of this cornplcte
system can be foLlnd  e]scwbere 1. ]n this paper, wc will g,ive a brief synopsis of the fLmdanlcntals of orbit
dctcnnination  using optical data, and then concentrate on describing the aLlton~ation of the irnagc
processing sLlbsysten~ which forms the core. of the complete autonomous navigation system. in addition,
wc will prcse.nt sornc resLllts of a set of tests usecl to cxcrcisc the subsystcrn.
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Historically, navigation of deep-spacz satellites has involved the use of radio data types for determining
trajectory of the spacecraft and then predicting its course in the future.. These radio data ty[m  inclucic
l)opplcr data, which measures [hc line-of-sight velocity of the spacecmdl relative to the tracking station
receiving the signals, and ranging, which measures the line-of-sight posit ion2. I Wing  approact  1 to target
bodies, optical data taken with an orrboard  camera also nwmLMes  the target-relative position of the
spacecraft. This methodology of combining both radic) and optical data has worked very well in the past for
flybys of both planetary boclics (the Voyager missions) and for astel-oids (the Galileo n~issioll)34. I:or
purposes of developing autonomously navigating spacecraft, however, the software needed to process mdio
navigation data is very complex. In particLilar, tbc high p~ecision of IMpplcr  data (typically 0.1 to 1.0
rends) requires very precise modellirrg  of the dynamic forces acting on the spacecraft, as well as corrections
to account for propagation of the radio waves tlwoug,b  the atlllosphcre,  and other mor sources. III irdclition,
a radio syste.1]~  onboard  the spacecraft cannot rcal]y he. ccmsidelcd autonomous because an up] ink from the
ground is r-ec]uired.  IIy its nature, optical data is not as precise (an instantarrcous  position fix is accurate to
about scvel-al hundred km at typical inte.rl)lanctat y clistances of 108 krll), but has the distinct advantngc of
being self-contained onboard the spacecraft. A spacecraft’s camera takes tllc pictL]rcs, and all proccssiag is
done onboard, including ciata editing, ce.ntcrtin[iing,  and fiitering. Aiso, becaLlse of its lower precision, the
dynamic models do not have to be as precise. The question tile.n remains as to whcthel op[ical data aione is
sufficient to navigate the entire mission. lJsirlg the processing te.chniqms  dcscribcd in this paper, various
analyses have shown that for many mission types, the opticai data is sufflciemt.  l’hc basics of orbit
determination using optical data wili now be. described.

I’hc fun(ianmnta]  concept of oplicai orbit cietmnination  is exlrcmciy  sitni)lc. The spacecraft’s camera
Shlltlcrs  an image of a solar system body (which will almost always bc an astel oid for reasoms de.wibed
latm ) ap,ainst a star backgl ound. Assurnin8 that tile. bc. iioccnt[ic iocation of tile asteloid (rcfctlc~i  to as a
“beacon”) is known, the location of the asteroid in the canmra field-of-view (}1’C)V)  dctmnine.s  a line-of-sight
(10S) direction to that asteroid, so the spacecraft’s position must lie along that 1,0S. I’wo such 1.0S fixes
taken instantaneously places tile spacecraft position at the. intersection of the twc) 1 ,0S vectors (1 ‘ig. 1). If
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two beacons are visible in the 11’OV, [he spacecraft position in heliocentric space can be dc[crlninistical]y
con}pLlted. In reality, however, the narrow camera FOV and the spacing of the asteroids precludes this
occurrence cxcpt in rare instances. Thus, individual ] ,0S iimges are taken over some interval of time, arKl
the entire data is processed in a least-squares filter to determine the spacecraft’s state (position ancl velocity).
In addition, the 1,0S vectors need to bc fairly widely s~MceLi to provide optin]al geometries for position
estilnatiorr.

An implicit assumption in this process is that the ine~-tial pointing ciircction of the camera borcsight  is
known. This is cietemnincd by the stars in tbc JOV. Since the stars are effectively at an in~lnitc distance
away, their location can be thought of as fixed it] ttlc sky. Once the locaticm of known stars arc determined
on tbc in)age,  the pointing direction of the boresight  can he computed usil~g a least-squares process. qhree
parameters arc estimated for the borcsigbt  direction - its right asccnscion,  declination, and twist, which
cictrxrllincs tllc angle the camera is rotated about the tmrcsight. ‘l’his implies that at least two known stars
be visible in the I~OV, but with a-priori infor[nation,  even one star can fix the RA and IIIiC, with twist
being relatively less well determined.

I’hc accLlracy of this proccdLjre is de.pcndent on scvcl al factors: the :ibil ity to cle.ttmnine the exact center of
the stars and object in tile image (a pr occss ter lned “ctmtel finding”), tths resolution of the camera, the
distance from the spacecraft to the object, and lcnowlcdgc  of the object’s heliocentric positicm. l’hc first two
of these issues will be addressed in a later section concerning image processing. Regarding the latter two,
it can be secII that, with a given cen[erfinding  rrccurucy  and camera resolution, the angLllar accuracy of the
1.0S fix is proportional to both the distance of the beacons from the spaccctaft and tc) knowledge of the
beacon$ ephemeris (its positiorj as a fLlnction of tilnc). Thus, although the. e.phcnlerides of the planets are
better khown  than that of asteroids, the ploximity an(i nurllhcr  of asteroids (up to several thousand) rl~akes
thcnl more viable candidates for usc as beacons d]an planets, cspccialiy  for missions sucil as I~S-  1 whicil
spud  all their time cruising in the inner solar system, ‘1’hc ephclneridcs of the larger an(i brighter of the
asteroids arc known to several tens of km; the sr[lallcr  and di]nmer  ones arc goocl to a few huncinxis of k~[l.
l’his is accurate enoug]l for nlost of the interplanetary cl-Llisc portions of t})e mission, bLlt near encounter it
is essential that mar by asteroids with accu[-ak qhclneI  ides are. awiilable. 1 ‘or I )S - 1 therefore., a gt ouncl-
base.ci  canlpaign  will be in effect to improve the ephrmcrides of the beacon asteroids used for the mission to
accuracies in the lower tens of km.

2.2 OI_bit_deternninai~n  fllte[

As Illcntioncd above, tile possibility of getting more than onc object in the }1’OV  simultaneously to obtain
a deterministic fix on the position is unlikely. In any case, knowledge of the spacecraft’s position alone is
insufficient to dcte.rmine the spacecraft’s trajecto~ y. Thus, sorm type of filter is necdmi  [0 process [he
observations. ‘1’hc standard orbit dcte.rmi nation ptoce4iurc use~i is hascci on a linearization of tbc ciynarl[ical
equations of motion. A nominal re.fc.rmcc  [1-ajectory  is gmerate<i  f! orn either a nominal mission plan or
fmln a plcvious olbit determination solotioll by numerically integrating the equations of Inotion. J’arliai
dcl-ivatives  of tile observab]es  (in this case, pixel and line locations of the beacon in the image)  with mspcct
to the state (pa~-anlctcls to be estimated in tile filter, wi~ich inclodc position, velocity, anti possibility other
pararmtcrs which affect either the observablcs  or the trajectory) arc computed wilicb depen{i on ti]c nominal
trajcc[ory, and then accrrmulatcci into the information matrix. A rcsi(iuai vector is also generated which is
the difference bet ween the observed values of the aste.roi(i  pixci/li n.e location and pre4iicted vaiues basrxi on
the nominal trajectory. After some time interval has passe.ci, the accurr~Lllateci information matrix is invertmi
and multiplie(i to the resi(i Lral  vectol- to obtain corl ect ions to the state parameters. }/or the batch formulation
of the fiiter just describcci,  the state parameters are dctcrmincxi  at some epoch time at the beginning of the
data arc. This epoch state solution can then be mapped forwar(i  to any ciesircd  time using the equations of
mc)tion.  I’hc estimated, mapped trajectory then bccon)es tile new nominal tr:occ[ory. }/or any given batch
of data, the process is usualiy iterated several times to converge on the solution.



l’he ctynrrrnicrrl equations which describe the spacecraft’s motion include a terln for the gravitational
attraction of the central body (which is the. sun for intcq)lane.tary  crLlisc.,  or the planet or object being orbited
for an orbiter) plL]s terlns for various perturbing forces which affect the trajectory. Gravitational perturbing
forces are introduced from other planets in tbc solar system, as well as unequal clistributions of mass in the
planet or asteroid for an orbiter. Non-gravitational perturbing forces incluclc accelerations from solar
radiation pressure, th[-Listcr  firings frorll chcnlical  engines on the spacecraft for either attitude maintenance or
course corrections, and in (hc case for 1) S- 1, the acceleration causecl by the Solar Electric Propulsion system
used for trajectory contl 01. The equations of Illotion  arc nulnerica]ly  intcp,ratcd using a Runge-Kutta
i ntegrirtor$.

The heart of the autonorr]ous  optical navigation system is the ima.gc processing subsystcm.  ‘l’his clement
]-educes the raw image taken by the navigation cmera to the fundamental observab]c needed for orbit
CIetcrlllirl:ltic)rl  -- the inertial 1,0S directions of the stars and beacon in the image. l’hc procedLlrc must IX
cxtrcrncly robust in order to handle all types of mors which can corlLlpt the image, and Pcr-folln the
ccntcrfintting tasks completely autononloLlsly. l~ortunatc]y,  a great amount of ground-bawd cxpcricrrce is
available upon on which to build and was USC41  to full acivantagc in developing the systcm. ‘1’WO
technologies in particular which were originally dcvclopcd for the Galileo mission have bce.n adapted for Llse
in autoncmmrs  image processing for IX-1. The first of these algorithllls, tinned the “autorover”, proviclcs
the initial regist[ at ion of the bright objects in the in~agc and performs a pattern matching between thw.e
objects and an apriori pat km of the known stars and bcacrrn  to filter out unwanted bright spots. ‘1’he  output
cc.ntcr locations fr-on)  the autorove.r are cruclc, so the scconcl a lgori thm, tcrlned  the Multiple Goss
(;OII clator, or MW, fine tunes the rough cemters to dctcrlnine the prccisc  star-rc]at ivc position of the
beacon in the image. The output center location of the. stars f[-orn  this process is used to determine the
inertial spacecraft pointing, and the center of the beacon bccomcs  ttlc fundamental observable for use in
orbit determination. I’hese aforen)entiormci  algorithms serve as the basis for optical navigation during crLlisc.
wbcn the beacons are. fairly distant and ale thcrefole L]nre.solved (i.e.., their angLtlar extent does not exced  a
pixel in dianmtcr). A thii-d algorithm tbcrefore  pcrforlns  centerfinding on an extended object (an object
which cxcccds a pixel in angular extent) for L]SC during cncoLlnter c)r flyby of an asteroid.

IIcforc  going into the details of the image prc)ccssing  algorithms, a brief description of the camera system is
rmdcd.  The camera to be used fol- navigatiori on 1X- I is a 670 mm fcwal length instrument with a
1024X 1024 pixel ~harge-~ouplcd-I)  cvice (CU)).  liach pixel is 9 microns square, resultin~  in an angular
resol Lltion of 13.4 prad/pixel, and a 11’OV of 0.788 deg. The full well of each pixc.1 is approximately
80,000 electrons, with an electronic noise (i.c,, exclusive of signal-induced shot noise) of aboLlt 40
c]cctrons.  Tbc A/I) conversion uses ]? bits. A dynamic range of at least 5 visual nlagnitLldes is therefore
possible, even if a signal-to-noise (SNR) ratio of about 10, required to achieve 0.1 pixel ce.ntloiding,, is
dcnlande41.

Tbe aper lLm of the camera is 100 m]n. The exposures required to image navigation objects as faint as
about 13th magnitude would be of the order of 1 second. HOWCVer,  the Spacecraft attitLlde rates of 4 or 5
pixels/see prcc]ucle such stable integrations, so allOt}LCr ap~)toach to producing irnagcs with suffrcicnt SNK
has been defined. ‘lThc sp~cecraft  attitude motion is confined to a deadband  of about 40x40 pixels, and the
shutter is left open for 100 seconds or nlore to allow the faint signal to bLiild L]p a pattern of detected
electons on the 03). Read noise is introduced only once at the end of each long exposure. I’hc ccrnclated
image motions across the filed forjn  the basis of the ccntroidrrg  techniques describe below.



The Galileo spacecraft suffered a missirrn-thrca(  ening  crisis with the failure of the high-gain ankmna. A
large effort was subscqr.mntly undertaken to rewrite ttle. flight software to maximize the ability to con~pre.ss
as much data as possible into the severely limited downlirrk  streanl of the low-gain antenna. The nature of
the Galileo mission is amenable to such a strategy in that shorl intense periods of science measutcments .arv
interspersed with numth-lorig periods of crLlise. However, the optical navigation frames, comprised of
carefully pointed and tinw.d images of the ~Jalilean satellite.s and stars, am needed i m meci i :it cl y for ortri t
estimation ancl control. In addition, the algorithms chosrm for science data compression COUICI  seriously
alter the appearance of the faint star images.
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In response to this set of constraints, an autonmnous  optical navigation (C)PNAV) ecliting cap:ibility was
dcvclopcd for use in the onboard computer. An algorithrll was devisecl that could reliably and accurately
locate the bright images of the Cialilean satellites, and with that information, locate the star images in the
field. }iffcc[ive “compression” ratios of 100 to 400 could be achieve(i. Such compression factc)rs would
allow tile down-link of the essential parts of an OPNAV image to occur in as little as ten minutes with no
data loss or corruption in the returned regions. In contrast, several clays woulcl be r-cquircd for the play-back
of an entire image. In addition to locating the images of extended objects ancl stars, the algorithln  had to
successfully discriminate signal from mdiation hits, which were expcctcd  to be common in the near-Jupiter
environment.

The technique chosen w:is a pattern matching algori(hln. ‘l’he furidamcntal  observable in the patkm  match
process is a thresho]cl crossing. At some predcter[ltincxt rate, the image is sctinncd (for the purpose of
spcccling the process, a prcdctcnnincd  number of 1 incs is skipped after each scan), and areas of bri@tncss
are suwcycd to see if they arc above a mi nirnum  ICVC1 and broader than a minimum width. }Iased  on
pre.clic.ticms of the appearance of the target satellite in the frame,  a pattet n of expected limbs, which meet t}m
brightness and width criteria, arc cxtl-iicted  in t}}e forln  of image fmrnc coordinates (column and row
positions). ‘1’hese  limb positions are cornparcd with the growing set of thrmhold  crossing positions (lirilt)-
carvdiclates).  These candidates (which may include both actLml  limb locations and radiation hits) am
compared combinatorially to the predicted limb locations, ‘l’he  ensemble of limb candidates which best
ma~ches [he predict set within prcdctennincd ewor bounds dclincs the locatiori of the object within the
frame.

I;ig. 2 shows the progression of the process from ptcdictcd  limb locations,. pattern rna[ching, to extraction
of image data. ];ig. 3 shows an actLlal returned image from (iali]eo, q’hc algorithm is able to sLmessful]y
discrimiriatc between radiation dan]aE,c and actual li li~b locatioris while attempting to match the limb
positions.



Fig. 3. I’ortion of OI’NAVcditdG  alilcoframe, wi(hgrapbical i&mtificationovcr lays.

l’l~c~l~athcl~~aticsof  the algorithm proceeds schematically as follows. All  pclssitde unique ciiffermc.es
between predicted limb locations are taken. l;or ~1 predicted limb locations I,i, this forms an opper-
tliangu]ar ~-dinwnsion a]matrix, wiLtltt~c LII]}lcr-triallgLllar  porliol~tw’cJ elements deep. I)enotc  this nmtrix
as:

[ 1 ,s... —--
J’l)(llY.tlX2 U[,l)ct ttiatllil(ll”) z  l’i -  

“j O,,  ijki

Similarly, foridcntifiecl  limb candidates, that is, those areas of sufficient brightness
matrix canhecomputed;f  ormcan  didate limbs ~i:

(1)

and width, a similar
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In general, m > t~, dLm to having acquired as wmdidatc limbs racliatiorr hits or other false signals. It is also
possible that not all of the lilnbs tallied in I’D am relmcscntcd  in CY~ because of radiation damage or fail Llrc
to meet the threshold test. In general, a successful “find” of the body is accomplished by matching a subset
of a row ofC’D onto PI). The matching process then can be viewed as attempting to find the best match
possible of the elements in a row of 1’1) in the .supersct  of elements of a row of Cl). l’his nlatcbing is
only approximate, with a match of row elements dcclmd if they fall within a small position error, dx, of
the predicted positions. The value of d.r allows for small model errors and quantization effects due to the
]Jcriodic  scanning pattern. Some minimum number of clement matches is required, and therefore a
minimum number of elements in a row must match in order for a find to be declared. Ikcause of the upper
triangular natLu-c of the difference matrices, if there arc n limbs composing PD, and a n~inimum  of k
elements required for a find, then matches of PD against GTj nccdn’ t proceed beyond row n-k of 1’1~.

I/or  Galileo, typically 6 limb locations were usecl,  with a n]ininlLln~  requirement of 4 to match for a
successful find. For extended objects of about 1 (JO pixels and a scanning granularity of 2 or 3 lines , an
error cri t cri a d.x of 2 or 3 was adequate. The onboard algorithm keeps a maxi nlurn of 16 candidates to
rccluce computation time. The results froln  the usc of the auto-rover in the first encounter campaign have
been excellent. Of t}]c 33 schcdLIkd 01’NAV  iltiagcs, 6 WCI-C  lost due to the expected obscuration of
spacecraft booms, but none were lost due to the fail Llre of the algorithm to locate the extended body, arKl

that location was usually accurate to two or tbrcc pixels.

lkw modifications were necessary to the aLlto-rover algorithm to make it suitable for use as par-t of the 11S 1
AutoNav  system. The principal difference in the systcnls  is that for 1)$1 ~ the process of finding the limbs ‘>
of an extended body was not the central problem. Instead, the rcgistrailon  of the friunc$ is accomplished
with a pattern of stars and target, all unresolved point-sources, but smeared into complex signal shapes (see
I:ig. S). I’bc threshold cl-itc.ria  is a minilnum integtatcd bl-ig}]tness above background. An initial fiamc-wide
search is pcrforlncd  to find such regions, or object candidates. This se:irc.h is per for-rned as a gricl wise local
intcgt  ation  of brightness, with two inclepcndcnt and offset grid patterns tc) catch those signals that might
cross a grid boundary. As with the. ~lalilco frames, there is a set of predict locations, and the combinatorial
comp:irisons  between difference rnatrice.s of these sets proceeds exactly as outlined above. In cent! ast to
Galileo, several hundred pattern candidates arc retainable, to be nlatched typically with a dozen or fewer
predicted object locations. The pattern match e.rlor criteria of a half a glid-size.  width is used. The glid-size
itself is a fLlnction of the expected smearing of the objects, and on EN-1 this is expected to be no gre~~tcr
than about 40 pixels. l~or the test with real data described below, the pattern smearing was somewhat
greater. As an additional refinement, after the initial registration, local brightness centroicls around the
globally registered centers arc dctmnined, and the global-registration is tweakecl to these average values.
I’hc net accuracy of the process is generally a small fraction of the initial searching grid size.

Another Galileo clerived  navigation tcchno]ogy being adapted for New Millennium 1) S- 1 Autonomous
Navigaticm is the Multiple (loss ~orrelation process (MW). T’hc  long exposures required to ilnage faint
asteroids and stars, and the relatively high spaccmaft  attitude rates combine to prodLrce  complex image
patter-ns for the point soLlrce  objects in each carncla field. l’hcse image patterns arc of course corlelatcd.
] ‘Llrthcrmore,  bccaLlse the focal length is two orders of magtlit udc larger  than the size of the 03), the image
smear can bc assumed to consist of motions in the two clire.ctions nmnlal tc) the 1,0S, with no cffe.ctivc
“twisting” action arc)LmcJ  the 1,0S. I{ach inlage can thLts be used as a template, or filter, with which to

-.

$ registration is the process of placing the predicted object locations onto the obscvcd images -- “Registering
a predict OVIiRlay”,  hence the nanle “ROVl~R”



locate every other. About each object-image center, cletmnined by auto-rover, a region of image signal Si
is extracted to make a filter, F;

(3)

I’bis  represents a zero-rnean normalized filtel. I’bc zero-mmn attribute guaranlccs  a 7,ero response from the
filter over a flat field, or a white-noise field. The rmrmali~ation, when combined with a normalimcl  data
field, allows the filter to give a signal-level inclcpclldenl response during the Sllbsequcnt convolution.
Assuming the signal portions of tbe field, Si, have bc.cn r!orlnalizcd,  the convolutional ptodLlct  of filter i

on data j , Cij a vector field whose location s corl e.spend ‘to Iocat ions of F on S, and whose val Lm
correspond to the convolutional product of same, is given by:

(4)

Fc)r each element i and j of the cross-corj-elation, Cti is cvalua(cd for a n~axitnum valLlc and corlqrmding
position, and parabolically interpolated to achieve Sub-pixe] accuracy in the center location. I’hcsc  cenkxs
form tbc. data in a least squares cstirnatc  of position biawx fc~r each object. After several iterations of this
solution process, the biases that ‘arc estimated represent shifts from the predicted positions to the best
dctcrlnirmd  cross-con e.lateci centers. The details of the solution process are given elsewhcrc~.

I~or Galileo, the accuracy of the process was approximately one-tenth of a pixel, or about a micro-radian,
Several conditions made the Galileo imases more difficult to process than tbe expected images from 1)S- 1,
making  a 0.1 pixel (ecluivalcnt  to 1 prad for 1) S-1 ) accuracy prediction for that system not unrcasmablc.

I’hc algorithnLs  dcsclibcd  above process irnagcs in which the beacon is unresolved, l;or flyby lnissions
sLlch as 1>S- 1, howc.vcr, the object’s image will exceed a pixel in si?.e somewhere between several days to
several hours prior to cncoLlnter. At this stage, tbc cross-ccmckrtor  will not work because tllc pattern
fol [ncd by the extended object will be markedly different than that of the unrcso]vcd  stars. ‘Iwo  separate
apploaclm  can be taken for these cases. q’hc first assLlllms that an approxirrlate v:i]LIc of the sim of the
object is available but tbc shape of the object is completely unknown, while the second assLlnws a known
shape rnocle]. Regarding the first met}]odt the assLrrnption of known size is not unrcasonab]c since groLmd-
based photometry of the target object will exist which proviclcs a rough estilnatc of its sire. I’he onboard
prccedurc  tbcn is to compute the center-of-brightness (U)}]) of the extcnclcxt body in the image, and then
apply a shif[  to corlect for the offset between the (X)]]  and ce.nter-of-lL~ass  (U> M). l-he compLltation  of
(X)])  involves using a sirnplc moment algorithm which weights tbe moment arm fr on] a reference point
(whictL, in this case is the upper kfl col-ncr of the irt]age) by the brightness valLrc of the pixel. In order to
minimim cxtranc.oLls bright spots, the. moments are cclrnpute.d only for points in the field within a 2 to 2.5
sigma Llnccrtainty ellipse. This uncertainty ellipse is a projection of the colnbined dispersions of tbc
sl]acecl aft trajectory and object cphcrncl-is  onto the. camel-a plane. A cmdc appl-oxin~ation to the (011  to
CUM shift can then be compLltcd as a function of tbc cstirnatccl rac]iLrs of the body and its phas.c an~le.
Because this empirically detrmlLined forn~Ll]a  assurncs a sphc.rical shape for the
object’s true shape. is fronl spherical, the. larger the. error in dc.tcrrnining  the shift.
uniforln reflectance, is given as:

S = 3nsin(@)(l -1 cos@) / {16[sin(0)  + (7t - @)cos(@)]}
wlxre:

objc.et, the fLlrdlcr  the
I“hc forunula,  assuming

(5)



d = tbc phase angle, and
S = the fractional shift value.

I’hc accuracy of this procedure will vary widely depending on the actLtal shape of the object, and [he errors
incumcl will have a systematic as well as a random component. l~or orbit detmmination  analysis pLIrposcs,
we have used an error value of 0.5 times the a-priori radius of the object.

A second approach can be used if a reasonable shape model of the object is avaiIahlc, This is an unlitie.ty
case for IJS- 1, however, so only a brief dcscl-iption  of the algorithm will be given here; more detail on this
topic was presented in a separate paper’, With the given shape model and a-priori information of the
relative geometry between the spacecraft, sun, and targ,ct body,  a predict of the sccnc in the camera is
generated, Stalling from the predicted ~OM location of the object in the compu[cd image, the brightness
is sainp]cd  along a radial scan towards the lit side until the limb is found. A sarnplc of such scans ~arc
performed at some small angular increments to forln  an cnscmblc c)f limb locations. in addition, the ~011
of the inmgc is also computed to obtain a pl-edictcd shift vector betwce.n the ~OM and ~011, Iior the.
observed scene, the procedure is to first find the ~011. I“hc pre.dictccl ~011 to CX3M shift is then applied to
the observed C(3B to get a rough approximation to the true CXIM, Radial scans arc pcrforlncd  from this
predicted ~OM location to once again obtain an ensemble of limb locations in this image. I’hc observed
lill~bs arc then c.ross-corrclatecl  with the predicted set of limbs; the shift in the observations which produces
the best match with the predicts becomes a new obscr vab]c, ~’hc process is repciated  for several sets of
lilnhs spanning the sunward side of the object to prodLtce a set of shift obscrvab]cs.  I;inal]y, the correction
to the a-priori position of the spacemaft  relative to the object is solved for in a least-squares sense. which
ll~inilnims the obscrvablcs. l’hesc position observations can be incorporated into a complete orbit
dctcr]nination  filter as dcscribcd above. This procedure can produce centers with accuracies in the subpixcl
to several pixel range, depending on the accul-acy of the shape model.

l’hc ability of the image processing subsystem to compute accLiratc  ccntels autonomously under a wide
range of conditions is critical to mission SLICCCSS  since there. ate no other data types available to cross-check
the rcsLdts. }br this reason, testing the algorithms using real clata is an important step in validating the
process. ldcally, images of asteroids taken from a s~,acccraf[ currently flyirlg  would bc downlinkcd  to the
~round, plocesscd through the autonomous navigation software, and them compared with results using
standard radio navigation techniques. Unfortuna[c]y, no spacecraft curlcntly  flying can spare the resources to
perform this test. l’hc next best method therefore was to take test images from a ground-based telescope for
proccssin:. I“bis section presents the. results of prclinlinary ground  validaticm of the image ploccssing
subsystcm  using observations of several asteroids over the course  of three nights from a nearby observatory.

‘Me cqLlipn~cnt  used to perform the validation was a 24 in telescope located at JPI ,’s Table h40untain
Observatory (l’MO) facility. The telescope was cxlLiippcd  with a camera with a 5 12x512 CW1>. ‘l’he
tclcscopc focal length is 9503 mm. I’hc 1’OV of the carncmi  is about 1 mrad, with a per pixel l’OV of 2.1
prad (note that this is considerably narrower than the canlcra which will be used fol- the IX-] flig}~t). I~ight
aste] oids were observed over three nights. T’hcsc asteroids were: 57 Mncmosync, 61 I~anac, 67 Asia, 73
Klytia, 114 Kassanclra, 154 Bcrtba,  165 1.oreley, and 168 Sibylla. ‘J’hc  observations were taken during the
nights of January 18, 20, and 21, 1996. Two types of observations were taken. The first was a s[andard
exposure, with exposure lengths between 1 to 2 minutes, resulting in images of the stars and asteroid with
a ~Jaussian  snlcaring  pattern (an example is shown in liig, 4). in the second type of observation, called
t[ ailed observations, the images were srnearexi  by physically altering the telescope pointing dLlring  the
exposure. ‘1’his was perforn~cd  manually by tapping on the arrow keys which control the telescope. pointing
direction in a nlore or less random pattern. T’hc  resultirlg images  were meant to Inilnic the attitude
excursions on the. spacecraft. Some sample observations of this type are shown in l~ig. 5. I’he first type of
observation is used for direct comparison of tbc ccntcrfincling  algorithms described in this paper  wit}] rcsLllts
using a standard center-rlnding technique en]ploying  a ~~aussian  pointspread fLlnction to mode.1 the star and
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asteroid imagesx. Processing results f~ on) the tmiled irnagcs were then compmxi  to the results ft-om the
(iaussian spre.act images.

The output of the image processing arc residuals obtained by subtracting the compLltcd pixel ancl line
locations of the asteroid and stars with its observecl  values. Sirm the location of the te]cscopc ancl the
coordinates of the stars are well known, and since the inerlial pointing direction of the call~er~  is computed
using the star centroids,  the residuals of the stars ideally should be very close to zero mean and be randomly
distributed. The standard deviation of the star residuals then is a measure of the performance of the
ccntroiding  @chniqe.  The asteroid residuals, however, will be biased due to inaccLrracies in its cphcrncris,
and the mean bias value of any given asteroid is a measure of its ephemeris en or in the. cross 1.0S direction.
In reality, various errors such as those due. to at rnospbe.ric distortions, star catalogue  errors, and others will
distorl these results so they will not necessarily reflect tllc ideal conditions. IIowevcr,  si ace our pLlrpose
was not to obtain measurements of ast~ omctric  quality, no attempt was made to quantify or ruluce these
en or sources. Insteac], the residuals obtained fronl reducing the. uatraile.d images employing standard
centroiding techqniqucs  were used as a standar(i  by which the trailed and un[railed  residLlak obtained from the
MCT technique were comparccl.

‘I’he steps followed to obtain residuals Llsing the MC:C was as follows. l;irst, predicted pixel and line.
locations of the asteroicl and stars in the FOV arc computed based on the a-priori pointing values. lJsirrg
these predicts, the image is run through the autorover to locate the. approximate centers of the dm.in+
objects, and to filter out signals which may be too weak or saturated. l’hem, a second filter is applied whit}]
deletes ol~ccts which ale near the edges of the franm, and also deletes stars whose scpmation  is sn~allcr than
the size of the MCW template. If at any tirnc the object deleted is the askxoid itself, the entire inla,ge is
rc.moved from fu[-thcr processing. I’his  methodology re.rllove.d  about 20% of the star observations.

liig. 4. An example. of an urrtrailed image.



I;ig. 5. Ilxamples  of trailed ima~es.

Afler initial registration with the autorover  ancl filtering out bad data points, a pointing solution is
computed. This new pointing so]u(ion  rclnovcs  over 95% of the rmor  in the initial pointing values WKI
becomes the new nominal. [Jsing the upciatecl ccntm and pointing values, the image is sent tc) the MCX
COCIC. In the process of cross-correlating, the code also deletes objects which it cannot match. As a final
filter, the values of the average response of the. template with the data arc cherked, and any object which
shows a low response is deleted. The precision centers output fronl the MCX method arc them used to
obtain the final pointing solution. tJsing this pointing, predicts for the pixelflirm locations of the objects
arc recomputed and subtracted from the observed values to obtain residuals.

I’hc results of this processing arc shown in I’ablcs 1-3 for each of the three nights (values for each night m
shown scparate]y bccausc varying atmospheric cord it ions can alter the magnitude of the residuals), l;or
each asteroid, the mean and stanclard deviation of the residuals for that night are cornputcd. A conlparison of
the mean of the resiciuals  on the untrailed images shows t}lat the MCY2 technique rnatc}led the results of the
standard method to better than 0.5 pixels, wit}~ the majority of values falling in the 0.1-0.2 pixel range.
I’he only exception was for the asteroicl Klytia on the first night which had a clifference  of nearly 0.6 pixels.
Closer examination of these images revealed that one of the stars used for centroiding was eithc.r a binary
star or had a dimmer, uncatalogued star very nearby. In any case, the resLllt  is that the MCC method had
trouble obtaining a good cross comlation  with this image, which bi:Lwd the results. Manual removal of
this star from processing in~provcs the match to bcttcl- than 0.1 pixels.

A comparison of the standard deviation of the untrailccl  image residuals show that the scatter using both
methods are comparable. The noise level varies bctwem about 0.04 to 0.3 pixels depending on various
factors which affect the observations. ~’he.  consisimcy  of the values obtained vrxifics  that the MCC
te.chniquc  is working properly and can obtain resL]lts  which nlatch those using conventional methods.



Table 1: Residuals for January 18, 1996

Stmdard  Centroiding  on Untrailcd MIX Centroidirrg on Untrailcd MCC Cen(roiding  on Trailed I([]agcs
Inlzlgcs Images

# of mean sigllm # of —mm!) sl~llla nwan sig[l]a
ohs (:iXXt/ (frixell ohs (pixel/ (~iixxy :f (pixel/

line) line)
(frixcll

obs line) line)
Mnemosync -

. — . ..— — 4

I)anac 9 0,432 0.214 9 0.491 0,158 3
1,628

0.6s 1
0.107

0.088
1.S69 0.133 1.416 0.211

Asia

Klywr 3 -2.922 oo-10 3 -3518 0.056 4 -2.839 0’369
1.936 0:042 1,390 0.063 2.259

Kmsmdra -
0:427

Bcr(hn 3 -2.440 0.052 3 -2.701 0.040 4
-0,438

-2.777
0.027

0.142
-0.407 0,036 -0.405 0.064

-TGEET 4 6.483 0.113 4 7678 0.154 4 5,759 0.166
-0.998 0,081 -0.593 0.042 -0.859 o,~76

Sibylla 7 2 $ 18 0.047 7 -2,S48 0109
:0:367

9 -2.871
0.086

0,229
-0.194-_.—— 0.114

SWs
-0,142 0.164

92 -0.059 0,787 92 -0,084 0.865 69
0061 0.61 I

-0,0$$3 1.’249
-0.049 1.184 0.029 0.674

Table 2. Residuals for night of January 20, 1996

Standard Centroiding  on Untrailed hlCC [entruidiag  on Untrailcd MCC Cellir~iding on ‘l’railed Intagcs
lnmges Inlagcs

# of nlcan sig[tm # 6f- II]can Slgrl)n namn
oh (pixcll (~::;l

signla
Obs (pimll (pixel/ :f

line)
({;;;/ (frixcll

Iirlc) line) obs line)
Mntvnosyne -

—-

I)anae

Asia 5 7,S83 0,027 5 7.584 0.047 4
-1,243

7.552
0.077

0.155
-1.293 0,316

Klytiri 4
-1.185

-3.589
0,867

0.118 4 -3.518 0.115 4
3,034

-3.431
0034

0.235
3,247 0.076 3.339 0,056

Kawandra -
— . ————

iler(ba 12 -2.713 0.239 12 -=mJ 0.193 6 306
-0,377 0.094

0.441
0.089 :0:19: 0.273

I.orclcy

Sibylla 3 -3,329 0.043 “r - -3.2m 0.054 4
0.331 0.022

-2.966 0.109
-0.388 0028

Stars 88
-0.334

-0.021 0.191
0.093

74 – -0.040 0,998 46
-0.032 o.3rxl

0.167 1.259
0.0.12 0.500 0,339 1.64S

With this baseline established, the. real test is in processing the realistic trailed observations, }ixaminatimr
of the residual means for these images shows that once again, they fall within 0.5 pixels of the stanclml
results. ‘l’he one exception was the pi XCI mean for 1,orcley on the first night, which had a 0.7 pixel
difference.. As of this writing, however, no explanation for this difference has been found, RcSarding the
residual standard deviations, the MCC tcchniq Lle aJq>liccl  (o trailccl observations has val Ltcs which, with three
exceptions, range from two to four times the val L]cs for the untmilc. cl images, The result is not surprising
and reflects the fact that the image wanclers  acr-clss  the focal plane and therefore has less time to integrate on
any one spot for a given exposutc time. As a conscc]ucnce, the sign;il  is weaker and does not stand out as
sharply over the noise which makes it more difficult for tbc ct oss-cor[-clatc)r.

‘J’hc  three exceptions noted were for Klytia on the first night, Asia on the second, ancl Danac on the third.
Ilach had residual scatters which were an order of magnitude greater than those for the corlcsponding
untrailccl images and were therefore examined in more cletail. l~or Klytia, the cause. of the higher sigma was
revealed to be a combination of a blemish of ut]known  origin which cormpted the image,  ancl a very low
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signal to noise ratio. The response from the correlator was just above the threshold to accept the
observation, which implies that perhaps the threshold was set too low. For Asia and Danae, the problem
was traced to the rather large signature of the trails which extendeci well beyond the lilnits of the templates.
Increasing the size of the Iemplates  improves the results considerably but also slows the algorithm down.
For actual flight, the template size will bc set by the amount of deadband  that the. attitude contl-ol system
can maintain, and the extent of the trails S11OUICI not vary as much as the hand-generated trails used for this
test.

Table 3. Resiciuals for night of January 21, 1996

Standard Centroiding  on Untraile.d MCC Ccntloidh)g  on Untrailed M(X Centroiding  on Trailed lrnages
lrnagm ][llaF,eS

# of mean siglna f mean sig[[lcr
(P&v %s

mum sigl[m
ohs (~::’y (y;,::; (pixel/ :f (pixel/ (pixcll

line) Obs line) li[lc)
Mncmosyne 2 4.745 0.000 2 5.027 0,054 1 5.144

-1.94(I 0.018 -1.ml 0.060 -1.761
I)anirc 5 -0.472 0.039 5 -0.480 0.045 4 -0,695

2.070
0.275

0.0?7 2(08 0.068 I ,694 0.320
Asia

Klylia
— .

4 -3,952 0.019 4 --qm 5 0.029 -
3,590 0.011 3,572 0.036

Kmsandra 15 -4,108 0.129 ]5 -4.174 0.16S 4 -4.164 0,266
-1.226 0,357 .],~40 0.257 -0.942 0,256

}krlha 15 -2.779 0.087 15 —-2.898
-0.586

0.069 4 -2.533 0.505
0.090 -0.377 0.118 -0.896 0.144

I.oreley

Slbylla 3 -2.541 0.052 3 -2.280 0.042 4 -2.543 0.109
-0.831 0.039 -0.593 0.148 -0.32s 0.114

Stars 199 .0.021 0.445 180 -0.089 0.500 67 -0.110 1,375
0030 0.384 0.083 0.440 0.38s 1.436

30  .C:ONCUJSI.ONS

‘1’hc concept of building an entirely aotonmous  system to navigate spacecraft presents difficult challenges in
algorithms and proccdLwes. Sllcccssful rCSU]tS  f[’om ear]icr  incarnations of t}le algorithms for the (ialileo
mission lend credibility to our thesis that it can bc done. In addition, although not conclusive, the
preliminary analysis of the. test images frolll  I*MO  adds fu[ (her confidence that the system should pcrforln in
flight as expcctcd. The checks already in place SUCCeSSfLl]]y  wccdcd out most unprocessable  data; the
re.lnairling discrepancies between the M~~ and standmd processing techniques have been explained, with
some additional work necessary to ensure that these. types of inlages  are properly handled, ‘1’hc ultimate
test, however, will bc pctfcmned in the 1X- I flight to validate this technology for use in many fLlture.
missions.
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